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Abstract— In this paper it is considered practical issues on the computation of information filters for descriptor

systems subject to parameters uncertainties. Fast array algorithms are developed to improve the computational

advantages of recursive filters found in the literature. The known advantages of this kind of algorithm, that

was originally developed for standard nominal state-space systems, remain valid when it is applied to descriptor

systems subject to uncertainties. It is numerically more stable in sense that it presents better conditioning and

reduced dynamical range. Numerical example, based on fixed-point implementations, is provided in order to

demonstrate the advantages of this algorithm.

Keywords— Fast array algorithm, discrete-time, filtering, descriptor systems.

Resumo— Neste artigo são desenvolvidos algoritmos array rápidos para implementação de filtros de infor-

mação para sistemas singulares sujeitos a incertezas nos parâmetros. As vantagens desse tipo de algoritmo, que

foi originalmente desenvolvido para sistemas convencionais no espaço de estado, permanecem válidas quando

eles são aplicados em sistemas singulares incertos. Este algoritmo é mais estável numericamente, apresenta me-

lhor condicionamento e reduz a faixa dinâmica dos valores calculados por aritmética de ponto fixo. Um exemplo

numérico baseado em implementação de ponto fixo é apresentado para demonstrar as vantagens deste algoritmo.

Keywords— Algoritmos array rápidos, tempo discreto, filtragem , sistema descriptor.

1 Introdução

A abordagem para a filtragem de sistemas desen-
volvidas em (Kalman, 1960), sintetizada através
dos filtros de Kalman, tem sido aplicada em vários
problemas práticos de engenharia. Apesar das
intensas aplicações e das indiscut́ıveis vantagens
desse tipo de abordagem, os filtros de Kalman
nominais têm apresentado limitações numéricas
que têm sido bastante estudadas nos últimos anos.
Dentre essas limitações valem ser ressaltadas di-
vergências devido a falta de fidelidade dos algo-
ritmos numéricos ou modelagens não apropriadas
dos sistemas a serem estimados (Jazwinski, 1970).
Para contornar esses problemas têm sido desen-
volvidos novos algoritmos para diferentes imple-
mentações do filtro. Neste artigo serão deduzidos
algoritmos array rápidos para filtragem robusta
de filtros de informação de sistemas singulares.

O filtro de Kalman calculado via algoritmo
array rápido apresenta algumas vantagens sobre
o filtro de Kalman calculado através da equação
de Riccati. Ele aumenta a eficiência e a estabi-
lidade numéricas devido ao uso de transformações
ortogonais nos cálculos e reduz a faixa dinâmica
dos valores calculados em implementações por
aritmética de ponto fixo, veja (Hassibi et al., 2000)
e as referências contidas nela.

Neste artigo serão abordados os problemas de
filtragem robusta para sistemas lineares singulares
nas formas filtrada e preditora. Serão apresen-
tadas alternativas numéricas para os filtros recur-
sivos desenvolvidos em (Terra et al., 2007).

Sistemas singulares foram mencionados pela
primeira vez na literatura em 1973 (Singh and
Liu, 1973). Tais sistemas têm sido bastante
pesquisados na literatura. Esse interesse é mo-
tivado pelo fato de que muitos sistemas podem
ser modelados naturalmente como um sistema sin-
gular. Aplicações para este tipo de modelo po-
dem ser encontradas, por exemplo, em sistemas
econômicos, circuitos elétricos e robótica.

De acordo com o conhecimento dos autores,
algoritmos array rápidos ainda não foram usados
para calcular filtros robustos de sistemas singu-
lares. O objetivo deste trabalho é preencher essa
lacuna.

2 Filtragem de Sistemas Singulares

Os algoritmos array robustos rápidos que serão
apresentados neste artigo foram desenvolvidos
para estimar o seguinte sistema singular

(E + δE)xi+1 = (F + δF )xi + wi,

yi = (H + δH)xi + vi,

i = 0, 1, ... (1)

sendo xi ∈ ℜn a variável descritora, yi ∈ ℜp

a medida de sáıda, wi ∈ ℜm e vi ∈ ℜp rúıdos
de processo e medida, E ∈ ℜm×n, F ∈ ℜm×n e
H ∈ ℜp×n matrizes conhecidas do sistema nomi-
nal. δE, δF e δH são pertubações variantes
no tempo para as matrizes do sistema nominal



P−1
i+1|ibxi+1|i = ET Q−1(I + F (P−1

i|i−1 + HT R−1H)−1F T Q−1)−1F (P−1
i|i−1 + HT R−1H)−1P−1

i|i−1bxi|i−1+

ET Q−1(I + F (P−1
i|i−1 + HT R−1H)−1F T Q−1)−1F (P−1

i|i−1 + HT R−1H)−1HT R−1yi
(2)

definidas como

δF = Mf∆iNf ; (3)

δE = Mf∆iNe; (4)

δH = Mh∆Nh; (5)

‖∆‖ ≤ 1 (6)

sendo Mf , Mh, Ne, Nf , Nh matrizes conhecidas
e ∆ uma matriz arbitrária limitada. A condição
inicial e os rúıdos de processo e de medida,
{x0, wi, vi}, são assumidos como sendo variáveis
aleatórias de média zero não correlacionadas com
estat́ıticas de segunda ordem

E

(





x0
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vi









x0
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



T
)

=





P0 0 0
0 Qδij 0

0 0 Rδij



 > 0

sendo δij = 1 se i = j e δij = 0 caso con-
trário. Os filtros nominais na forma de infor-
mação (desenvolvidos para o sistema (1 quando
δF = 0, δE = 0, e δH = 0) apresentados a seguir,
são baseados em equações algébricas de Riccati e
foram desenvolvidos em (Terra et al., 2007). O
filtro de informação singular na forma filtrada é
definido da seguinte forma

P−1

i|i = ET Q−1E + HT R−1H − ET Q−1F

× (P−1

i−1|i−1
+ FT Q−1F )−1FT Q−1E

(7)

P−1

i|i x̂i|i = ET Q−1F (FT Q−1F + P−1

i−1|i−1
)−1

× P−1

i−1|i−1
x̂i−1|i−1 + HT R−1yi. (8)

Note que (8) é uma recursão para a estima-
tiva filtrada de informação P−1

i|i x̂i|i que pode ser

obtida sem a necessidade de calcular Pi|i. Visto
que (7) e (8) propagam a inversa da covariância do
erro, essas equações são particularmente interes-
santes quando não existe informação a respeito
da condição inicial x0 (zeros em P−1

0 são associa-
dos com valores infinitos em P0). Vale salientar
que, apesar dessa particularidade a existência dos
filtros de informação é garantida para quaisquer
condições inciais. A estimativa preditora recur-
siva na forma de informação é definida da seguinte
forma

P−1

i+1|i = ET Q−1E − ET Q−1F (P−1

i|i−1
+

HT R−1H + FT Q−1F )−1FT Q−1E (9)

e Equação (2). ⋄

2.1 Estimativas Robustas na Forma de Infor-
mação

As estimativas robustas na forma de informação
do sistema (1), que serão apresentadas nesta seção
foram desenvolvidas em (Terra et al., 2007) e
são baseadas nos filtros singulares robustos de-
senvolvidos em (Ishihara et al., 2004). Para sim-
plificar as expressões dos filtros, é assumido que
NT

e Nf = 0. Não existe perda de generalidade em
adotar esta suposição desde que as matrizes Mf ,
Ne e Nf no erro de modelagem (3) e (4) podem
ser sempre escritas como

Mf =

2664 M11
f M12

f

M21
f M22

f

... ...

Mm1
f Mm2

f

3775
Ne =

�
N11

e N12
e ... N1n

e

0 0 ... 0

�
Nf =

�
0 0 ... 0

N21
f N22

f ... N2n
f

�
sendo M

kj
f , N1j

e e N
2j
f matrizes de dimensões

apropriadas.
Para a estimativa filtrada robusta o seguinte

problema de otimização é resolvido:

min
x0

max
δH

h
‖x0‖

2

P−1

0

+ ‖z0 − (H + δH)x0‖
2
R−1

i
(13)

para i = 0 e

min
{xi,xi+1}

max
{δE,δF,δH}

h

xi − x̂i|i



2

P−1

i|i

+ ‖(E + δE)xi+1 − (F + δF )xi‖
2
Q−1

+ ‖zi+1 − (H + δH)xi+1‖
2
R−1

i
(14)

para i > 0, sendo as incertezas modeladas de
acordo com (3)-(6).

Os filtros singulares robustos na forma filtrada
e preditora apresentados a seguir foram deduzidos
baseados em problemas fundamentais de otimiza-
ção resolvidos em (Sayed, 2001) e nas referên-
cias contidas nela. Para se encontrar o ótimo ro-
busto para ambos os filtros é necessário ajustar

um parâmetro λ̂ que minimiza a seguinte função

λ̂ = arg min
λ≥‖HT WH‖

G(λ) (15)

sendo

G(λ) := ‖x(λ)‖2Q(λ) + λ‖Nax(λ)−Nb‖
2

+ ‖Ax(λ)− b‖2W (λ).

Q(λ) := Q + λN
T
a Na;

W (λ) := W + WH(λI −H
T
WH)†HT

W.

Para calcular a estimativa ótima filtrada robusta, as



P−1
i+1|i+1 = ET Q̂−1E − ET Q̂−1F (P−1

i|i + λ̂NT
f Nf + F T Q̂−1F )−1F T Q̂−1E + HT R̂−1H + λ̂[NT

h Nh + NT
e Ne] (10)

P−1
i+1|i+1x̂i+1|i+1 = ET Q̂−1(I − F (P−1

i|i + λ̂NT
f Nf )−1F T Q̂−1)−1F (P−1

i|i + λ̂NT
f Nf )−1P−1

i|i x̂i|i + HT R̂−1yi+1 (11)

seguintes identificações devem ser feitas entre a função
G(λ) de (15) e o problema de otimização (14)

A ←

�
−F E

0 H

�
; b←

�
F x̂i|i

zi+1

�
δA ←

�
−δF δE

0 δH

�
; δb←

�
δF x̂i|i

0

�
Q ←

�
P−1

i|i 0

0 0

�
; W ←

�
Q−1 0

0 R−1

�
Na ←

�
−Nf Ne

0 Nh

�
; Nb ←

�
Nf x̂i|i

0

�
H ←

�
Mf 0
0 Mh

�
(16)

e para condição inicial, as seguintes identificações
são consideradas

A ← H; b← z0; δA← δH;

δb ← 0; Q← P
−1
0 ; W ← R

−1
0 ;

H ← Mh; Na ← Nh; Nb ← 0. (17)

Para a estimativa preditora robusta o seguinte
problema de otimização é resolvido:

min
{xi,xi+1}

max
{δEi+1,δFi,δHi}

h
‖xi − x̂i|i−1‖

2

P−1

i|i−1

+

‖(Ei+1 + δEi+1)xi+1 − (Fi + δFi)xi‖
2

Q−1

i

+

‖zi − (Hi + δHi)xi‖
2

R−1

i

i
(18)

para i > 0, sendo que as condições iniciais são
dadas por x̂0|−1 := x̄0, P0|−1 = P0.

Para calcular a estimativa ótima preditora ro-
busta, as seguintes identificações devem ser feitas
entre a função G(λ) de (15) e o problema de
otimização (18)

A ←

�
−F E

H 0

�
; b←

�
F x̂i|i−1

zi −Hx̂i|i−1

�
;

δA ←

�
−δF δE

δH 0

�
; δb←

�
δF

δH

�
x̂i|i−1

Q ←

�
P−1

i|i−1 0

0 0

�
; W ←

�
Q−1 0

0 R−1

�
;

H ←

�
Mf 0
0 Mh

�
; Nb ←

�
Nf

Nh

�
x̂i|i−1.

Na ←

�
−Nf Ne

Nh 0

�
. (19)

O algoritmo array rápido para filtro de infor-
mação robusto de sistemas singulares apresentado
na próxima seção é baseado no seguinte algoritmo
desenvolvido em (Terra et al., 2007).

Filtragem Robusta de Informação

Passo 0: (Condições Iniciais): Se Mh,0 = 0
então

P
−1
0|0 := P

−1
0 + H

T
R

−1
H;

P
−1
0|0 x̂0|0 := H

T
R

−1
y0. (22)

Caso contrário determine o parâmetro escalar
ótimo λ̂−1 minimizando a função G(λ) de (15)
sobre o intervalo λ >

∥

∥MT
h R−1Mh

∥

∥ e

R̂−1 := R−1 + R−1Mh(λ̂−1I − MT
h R−1Mh)−1

× MT
h R−1;

P−1

0|0 := P−1

0 + HT R̂−1H + λ̂−1N
T
h Nh;

P−1

0|0 x̂0|0 := HT R̂−1y0. (23)

Passo 1: Se Mf = 0 e Mh = 0 então λ̂ :=
0. Caso contrário determine o parâmetro escalar
ótimo λ̂ minimizando a função G(λ) de (15)

λ̂ > λl :=






� MT
f 0

0 MT
h

� �
Q−1

0

0 R−1

� �
Mf 0

0 Mh

�





e substitua os parâmetros {Q−1, R−1} por
parâmetros corrigidos

Q̂−1 := Q−1 + Q−1Mf (λ̂I − MT
f Q−1Mf )−1

× MT
f Q−1; (24)

R̂−1 := R−1 + R−1Mh(λ̂I − MT
h R−1Mh)−1

× MT
h R−1;

Passo 2: Atualize {P−1

i|i , P−1

i|i x̂i|i} para

{P−1

i+1|i+1
, P−1

i+1|i+1
x̂i+1|i+1} com (10) e (11).

Observação 2.1 Uma condição suficiente para a
existência desse filtro de informação robusto é que
[

E

H

]

tenha posto coluna completo.

Observação 2.2 O ajuste ótimo desse filtro não
é posśıvel ser feito online. Para este tipo de apli-
cação filtros subótimos podem ser ajustados com
λ = (1 + α)λl sendo que para qualquer α > 0 há
garantia de estabilidade desse filtro.

O algoritmo array rápido para filtragem predi-
tiva de informação robusta de sistemas singulares
a ser apresentado na próxima seção é baseado no
seguinte filtro robusto preditivo, veja (Terra et al.,
2007) para mais detalhes.



P
−1
i+1|i = ETQ−1E − ETQ−1F(P−1

i|i−1 +HTR−1H+ FTQ−1F)−1FTQ−1E (20)

P
−1
i+1|ibxi+1|i = ETQ−1(I + F(P−1

i|i−1 +HTR−1H)−1FTQ−1)−1F(P−1
i|i−1 +HTR−1H)−1

P
−1
i|i−1bxi|i−1

+ ETQ−1(I + F(P−1
i|i−1 +HTR−1H)−1FTQ−1)−1F(P−1

i|i−1 +HTR−1H)−1HTR−1
yi (21)

Predição Robusta de Informação

Passo 0: (Condições Iniciais):

P−1

0|−1
:= P−1

0 , P−1

0|−1
x̂0|−1 := P−1

0 x̄0. (25)

Passo 1: Se Mf = 0 e Mh = 0, então λ̂ = 0.
Caso contrário dertermine o parâmetro escalar

ótimo λ̂ minimizando a correspondente função
G(λ) de (15)

λ̂ > λl :=






� MT
f 0

0 MT
h

� �
Q−1

0

0 R−1

� �
Mf 0

0 Mh

�





Passo 2: Se λ̂ 6= 0, substituindo os parâmetros
{Q−1, R−1, F} por parâmetros corrigidos

Q−1 :=

[

Q̂−1 0
0 I

]

, R−1 :=

[

R̂−1 0
0 I

]

, (26)

R̂
−1 := R

−1 + R
−1

Mh(λ̂I −M
T
h R

−1
Mh)−1

M
T
h R

−1;

E :=

"
Ep
λ̂Ne

#
, F :=

"
Fp
λ̂Nf

#
, H :=

"
Hp
λ̂Nh

#
sendo Q̂−1 dado por (24).

Passo 3: Atualize {P−1

i|i−1
, P−1

i|i−1
x̂i|i−1} para

{P−1

i+1|i, P
−1

i+1|ix̂i+1|i} com as equações (20) e (21).

Observação 2.3 Uma condição suficiente para a
existência deste filtro preditor robusto é que E

tenha posto coluna pleno.

3 Algoritmos Array Rápidos para

Filtragem Robusta de Sistemas

Singulares

Os algoritmos array rápidos apresentados a seguir,
trazem algumas vantagens sobre os procedimen-
tos para estimativa de sistemas singulares basea-
dos em equações recursivas de Riccati. Reduzem
a faixa dinâmica dos valores calculados baseados
em aritmética de ponto fixo e o esforço computa-
cional. Apresentam cálculos mais seguros da ma-
triz de covariância do erro de estimativa, que pode
apresentar erros de arredondamento que tornam a
matriz não-Hermitiana. Aumentam a estabilidade
numérica devido ao uso de transformações ortogo-
nais nos cálculos.

A seguir serão apresentados resultados auxi-
liares que serão utilizados para na dedução dos
algoritmos array rápidos.

Definição 3.1 (Hassibi et al., 1999) Para qual-
quer matriz de assinatura J (matriz diagonal com
+1 ou −1 na diagonal e zeros no resto), a matriz
Θ será J-unitária se ΘJΘT = J .

Lema 3.1 (Hassibi et al., 2000) Seja A e B ma-
trizes n × m (com n ≤ m), e seja J = (Ip ⊕−Iq)
uma matriz assinatura com p + q = m. Se
AJAT = BJBT tem posto completo, então existe
uma matriz J-unitária Θ tal que A = BΘ.

O algoritmo array rápido para a estimativa
robusta filtrada de sistemas singulares na forma
de informação é apresentado a seguir.

Algoritmo Array Rápido I

Passo 1: Calcular as condições iniciais

P−1

0|0 = Π0

P−1

1|1 = ET Q̂−1E − ET Q̂−1F (Π0 + λ̂NT
f Nf

+ FT Q̂−1F )−1FT Q̂−1E + HT R̂−1H

+ λ̂[NT
h Nh + NT

e Ne].

(27)

Passo 2: Calcular Mi+1 utilizando uma ma-
triz unitária Θi de dimensões apropriadas

[

R
1/2

e,i Mi

Kf,i 0

]

Θi =

[

R
1/2

e,i+1
0

Kf,i+1 Mi+1

]

(28)

sendo

MiSiM
T
i = P−1

i+1|i+1
− P−1

i|i

Re,i = P−1

i|i + λ̂NT
f Nf + FT Q̂−1F

Kf,i = ET Q̂−1FR
−T/2

e,i (29)

sendo Q̂−1 dada em (24) e Si uma matriz assi-
natura.

A dedução desse algoritmo é feita da seguinte
maneira. Considere a Equação de Riccati (10) e

δPi+1 = P−1

i+2|i+2
− P−1

i+1|i+1
= Mi+1Si+1M

T
i+1. (30)

Para sistemas invariantes no tempo, δPi+1 é uma
matriz Hermitiana. Pode-se considerar Si+1 =
Si = I, desde que Π0 = 0 em (27). A subtração
definida em (30) pode ser reescrita como

P
−1
i+2|i+2 − P

−1
i+1|i+1 = −P

−1
i+1|i+1 + E

T
Q̂

−1
E

−Kf,i+1K
T
f,i+1 + H

T
R̂

−1
H + λ̂[NT

h Nh + N
T
e Ne] (31)

Kf,i+1 = E
T
Q̂

−1
FR

−T/2
e,i+1

Re,i+1 = P
−1
i+1|i+1 + λ̂N

T
f Nf + F

T
Q̂

−1
F



e o respectivo complemento de Schur de (31) é
dado por

[

Re,i+1 FT Q̂−1E

ET Q̂−1F W

]

(32)

sendo

W = −P−1

i+1|i+1
+ ET Q̂−1E + HT R̂−1H

+ λ̂[NT
h Nh + NT

e Ne]. (33)

A matriz Ai definida como

Ai =

[

R
1/2

e,i Mi

Kf,i 0

]

(34)

é denominada de pré-array e é definida a partir
da seguinte fatoração de (32)

[

R
1/2

e,i Mi

Kf,i 0

] [

I 0
0 Si

]

[

R
T/2

e,i KT
f,i

MT
i 0

]

.

(35)

Seja Θi uma matriz (I ⊕ Si)-unitária que tri-
angulariza Ai. Então

AiΘi =

[

Xi+1 0
Yi+1 Zi+1

]

. (36)

para algum Θi tal que

Θi

[

I 0
0 Si

]

ΘT
i =

[

I 0
0 Si

]

. (37)

Uma questão que surge nesta etapa é sobre a
existência de Θi. Sabe-se que

Re,i+1 = P
−1
i+1|i+1+λ̂N

T
f Nf+F

T
Q̂

−1
F = Re,i+MiSiM

T
i

ou equivalentemente

[

R
1/2

e,i Mi

]

[

I 0
0 Si

] [

R
T/2

e,i

MT
i

]

=
[

R
1/2

e,i+1
0

]

[

I 0
0 Si

] [

R
T/2

e,i+1

0

]

. (38)

Pelo Lema 3.1, conclui-se que sempre exis-
te uma rotação (I ⊕ Si)-unitária Θi relativa ao
seguinte array

[

R
1/2

e,i Mi

]

Θi =
[

R
1/2

e,i+1
0

]

. (39)

O cálculo completo do pós-array pode ser feito
elevando ao quadrado ambos os lados da igualdade
(36) e identificando as respectivas posições de am-
bas as matrizes resultantes

Xi+1X
T
i+1 = P

−1
i|i + λ̂N

T
f Nf + F

T
Q̂

−1
F

+P
−1
i+1|i+1 − P

−1
i|i ;

Xi+1 = R
1/2
e,i+1;

Yi+1X
T
i+1 = E

T
Q̂

−1
F ;

Yi+1 = E
T
Q̂

−1
FR

−T/2
e,i+1 ;

Yi+1 = Kf,i+1;

Yi+1Y
T

i+1 + Zi+1SiZ
T
i+1 = E

T
Q̂

−1
FR

−1
e,i F

T
Q̂

−1
E;

Zi+1SiZ
T
i+1 = E

T
Q̂

−1
FR

−1
e,i F

T
Q̂

−1
E

−E
T
Q̂

−1
FR

−1
e,i+1F

T
Q̂

−1
E;

Zi+1SiZ
T
i+1 = P

−1
i+2|i+2 − P

−1
i+1|i+1;

Zi+1 = Mi+1. (40)

Que resulta na recursão dita de Chandrasekhar
(28).

⋄

O algoritmo array rápido para a predição robusta
de sistemas singulares na forma de informação é
definido a seguir.

Algoritmo Array Rápido II

Passo 1: Calcular as condições iniciais

P−1

0|−1
= Π0

P−1

1|0 = ETQ−1E − ETQ−1F(Π0 + HTR−1H

+ FTQ−1F)−1FTQ−1E .

(41)

Passo 2: Calcular Li+1 utilizando uma ma-
triz unitária Θi de dimensões apropriadas

[

R
1/2

e,i Li

Kp,i 0

]

Θi =

[

R
1/2

e,i+1
0

Kp,i+1 Li+1

]

(42)

sendo

LiSiL
T
i = P−1

i+1|i − P−1

i|i−1

Re,i = P−1

i|i−1
+ HTR−1H + FTQ−1F

Kp,i = ETQ−1FR
−T/2

e,i (43)

e Si uma matriz assinatura.
A dedução deste algoritmo é análoga à de-

dução do algoritmo array rápido para estimativa
filtrada robusta na forma de informação.

⋄

Observação 3.1 Se as incertezas forem anuladas
(Mf = Mh = Ne = Nf = Nh = 0) os algo-
ritmos array rápidos apresentados nesta seção re-
caem nos algoritmos array rápidos para as esti-
mativas nominais filtrada e preditora na forma de
informação. Que são alternativas para os cálculos
das equações de Riccati (7) e (9).

Observação 3.2 Pode-se notar que as dimen-
sões dos pré-arrays dos algoritmos para filtragem
e predição robustos deduzidos em (Terra et al.,
2007) são (4n + m + p) × (2n) e (3n + m + p) ×
(2n) respectivamente. Os pré-arrays dos algorit-
mos rápidos deduzidos nesse artigo têm dimensões
semelhantes (2n)×(2n), tanto para o caso filtrado
como para o caso preditivo. Para ambos os algorit-
mos array rápidos há portanto um número menor
de operações por iteração.



4 Exemplos Numéricos

Nesta seção serão aplicados os algoritmos apresen-
tados nas seções anteriores para filtragem robusta,
tanto através do cálculo baseado na equação de Riccati
quanto no algoritmo array rápido I desenvolvido, do
Sistema (1) considerando os seguintes valores numéri-
cos

E =

24 1.14 0 0
0 1.17 0
0 0 0

35 , F =

24 0.97 0 0
0.27 − 0.78 0
0.12 0.12 0.68

35 ,

H =

24 0.11 0 0
0 0.56 0
0 0 0.32

35 , Q =

24 0.04 0 0
0 0.06 0
0 0 0.05

35 ,

R =

24 0.09 0 0
0 0.04 0
0 0 0.03

35 , Ne =

24 0.1 0 0
0 0 0
0 0 0

35 ,

Nf =

24 0 0 0
0 0.05 0
0 0 0.3

35 , Nh =

24 0.01 0 0
0 0.03 0
0 0 0.01

35 ,

Mf =

24 0.5 0 0
0 0.5 0
0 0 1.3

35 , Mh =

24 0.8 0 0
0 0.8 0
0 0 0.8

35 ,

e λ̂ = 40. Foram calculados os valores singulares
de P−1

i|i para três diferentes implementações: ponto
flutuante, ponto fixo para equação de Riccati expĺıcita
e para o algoritmo array rápido. O cálculo feito com
ponto flutuante foi utilizado como referência. Os de-
sempenhos tanto da equação de Riccati quanto do al-
goritmo array são idênticos com ponto flutuante. Para
o cálculo com ponto fixo, foi usada uma arquitetura
em 16-bits que pode representar números no intervalo
de −65.543 a 65.543. Essas implementações foram
feitas via MatLab através do fix-point Simulink tool-
box. Pode-se notar na Figura (1), a vantagem do algo-
ritmo array rápido em comparação com a implemen-
tação por equação de Riccati expĺıcita. Na implemen-
tação em ponto fixo da equação de Riccati ocorreram
erros numéricos. Com o algoritmo array rápido, o re-
sultado do cálculo em ponto fixo foi equivalente ao
resultado obtido no cálculo em ponto flutuante.

5 Conclusões

Neste trabalho foi apresentado um estudo sobre imple-
mentações computacionais alternativas para o proble-
ma de estimativa robusta de sistemas singulares uti-
lizando algoritmos array rápidos. Estimativas feitas
através dessa abordagem se diferenciam dos algorit-
mos array convencionais pois consideram as matrizes
de parâmetros do sistema invariantes no tempo. O au-
mento da velocidade computacional advém desse fato.
Também são boas alternativas se comparados com as
equações recursivas de Riccati. Esses algoritmos mini-
mizam problemas causados por erros de arredonda-
mento que podem tornar a matriz de covariância não-
Hermitiana. O exemplo numérico apresentado mostra
a robustez numérica desta alternativa de implemen-
tação.
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Figura 1: Valores singulares de P−1

i|i .
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