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Abstract— In this paper it is considered practical issues on the computation of information filters for descriptor
systems subject to parameters uncertainties. Fast array algorithms are developed to improve the computational
advantages of recursive filters found in the literature. The known advantages of this kind of algorithm, that
was originally developed for standard nominal state-space systems, remain valid when it is applied to descriptor
systems subject to uncertainties. It is numerically more stable in sense that it presents better conditioning and
reduced dynamical range. Numerical example, based on fixed-point implementations, is provided in order to
demonstrate the advantages of this algorithm.

Keywords— Fast array algorithm, discrete-time, filtering, descriptor systems.

Resumo— Neste artigo sao desenvolvidos algoritmos array rapidos para implementagao de filtros de infor-
magao para sistemas singulares sujeitos a incertezas nos parametros. As vantagens desse tipo de algoritmo, que
foi originalmente desenvolvido para sistemas convencionais no espaco de estado, permanecem validas quando
eles sao aplicados em sistemas singulares incertos. Este algoritmo é mais estdvel numericamente, apresenta me-
lhor condicionamento e reduz a faixa dinamica dos valores calculados por aritmética de ponto fixo. Um exemplo
numérico baseado em implementagao de ponto fixo é apresentado para demonstrar as vantagens deste algoritmo.

Keywords—

1 Introducao

A abordagem para a filtragem de sistemas desen-
volvidas em (Kalman, 1960), sintetizada através
dos filtros de Kalman, tem sido aplicada em vérios
problemas praticos de engenharia. Apesar das
intensas aplicagoes e das indiscutiveis vantagens
desse tipo de abordagem, os filtros de Kalman
nominais tém apresentado limitacoes numéricas
que tém sido bastante estudadas nos ultimos anos.
Dentre essas limitagoes valem ser ressaltadas di-
vergéncias devido a falta de fidelidade dos algo-
ritmos numéricos ou modelagens nao apropriadas
dos sistemas a serem estimados (Jazwinski, 1970).
Para contornar esses problemas tém sido desen-
volvidos novos algoritmos para diferentes imple-
mentacoes do filtro. Neste artigo serao deduzidos
algoritmos array rapidos para filtragem robusta
de filtros de informagao de sistemas singulares.

O filtro de Kalman calculado via algoritmo
array rapido apresenta algumas vantagens sobre
o filtro de Kalman calculado através da equacgao
de Riccati. Ele aumenta a eficiéncia e a estabi-
lidade numéricas devido ao uso de transformacgoes
ortogonais nos calculos e reduz a faixa dinamica
dos valores calculados em implementacoes por
aritmética de ponto fixo, veja (Hassibi et al., 2000)
e as referéncias contidas nela.

Neste artigo serao abordados os problemas de
filtragem robusta para sistemas lineares singulares
nas formas filtrada e preditora. Serao apresen-
tadas alternativas numéricas para os filtros recur-
sivos desenvolvidos em (Terra et al., 2007).

Algoritmos array réapidos, tempo discreto, filtragem , sistema descriptor.

Sistemas singulares foram mencionados pela
primeira vez na literatura em 1973 (Singh and
Liu, 1973). Tais sistemas tém sido bastante
pesquisados na literatura. Esse interesse é mo-
tivado pelo fato de que muitos sistemas podem
ser modelados naturalmente como um sistema sin-
gular. Aplicacoes para este tipo de modelo po-
dem ser encontradas, por exemplo, em sistemas
econdmicos, circuitos elétricos e robdtica.

De acordo com o conhecimento dos autores,
algoritmos array rapidos ainda nao foram usados
para calcular filtros robustos de sistemas singu-
lares. O objetivo deste trabalho é preencher essa
lacuna.

2 Filtragem de Sistemas Singulares

Os algoritmos array robustos rapidos que serao
apresentados neste artigo foram desenvolvidos
para estimar o seguinte sistema singular

(E + 5E)£C1'+1 =

Yi
7; =

(F + 6F)x; + w;,
(H + 5H)$1 + Vi,
0,1,... (1)

sendo x; € R a varidvel descritora, y; € RP
a medida de saida, w; € R™ e v; € RP ruidos
de processo e medida, £ € R™*"™, F € R™*" ¢
H € RP*™ matrizes conhecidas do sistema nomi-
nal. O0F, 0F e 0H sao pertubagoes variantes
no tempo para as matrizes do sistema nominal



P i = ETQTHI+ F(PL, +
ETQ'I+ F(Pt, + H'R'H) 'FTQ~

HTR—lH)—lpTQ 1y- 1F(P\z L +HTRT'H)™ P‘l 1Tt 5
) IF(P 11+HTR 1H) 1HTR i ()

|2

definidas como

0F = M;A;Ny; (3)
SE = M;AN,; (4)
SH = M,AN; (5)
Al < 1 (6)

sendo My, My, N, Ny, Nj matrizes conhecidas
e A uma matriz arbitraria limitada. A condic¢ao
inicial e os ruidos de processo e de medida,
{zo,w;,v;}, sdo assumidos como sendo varidveis
aleatérias de média zero nao correlacionadas com
estatiticas de segunda ordem

i) Zo r P() 0 0

5( w; Wi > = 0 Q(SU 0 >0
(Y Uj 0 0 R(SU

sendo 0;; = 1 se i = j e 65 = 0 caso con-

trario. Os filtros nominais na forma de infor-
macao (desenvolvidos para o sistema (1 quando
0F =0,0FE =0, e dH = 0) apresentados a seguir,
sao baseados em equagoes algébricas de Riccati e
foram desenvolvidos em (Terra et al., 2007). O
filtro de informagao singular na forma filtrada é
definido da seguinte forma

PZ‘—Z _ ETQ71E+HTR71H *ETQilF
x (PCy v FTQT )T FTQ'E
(7)
Pilay = E'QT'F(FTQT'F+ P\, )"
x Pz‘:1|if15%i—1|i—1+HTR vi-  (8)

Note que (8) é uma recurséo para a estima-
tiva filtrada de informacao P; o xi‘i que pode ser
obtida sem a necessidade de calcular P;;. Visto
que (7) e (8) propagam a inversa da covaridncia do
erro, essas equagoes sao particularmente interes-
santes quando nao existe informagao a respeito
da condigao inicial zo (zeros em PO_1 sao associa-
dos com valores infinitos em Fp). Vale salientar
que, apesar dessa particularidade a existéncia dos
filtros de informagao é garantida para quaisquer
condigoes inciais. A estimativa preditora recur-
siva na forma de informagcao é definida da seguinte
forma

P, =E"QT'E-ETQT'F(P L, +
H'R'H+ FTQ'F)'FTQ™'E  (9)
e Equagao (2). o

2.1 FEstimativas Robustas na Forma de Infor-
mag¢ao

As estimativas robustas na forma de informacao
do sistema (1), que serao apresentadas nesta se¢ao
foram desenvolvidas em (Terra et al., 2007) e
sao baseadas nos filtros singulares robustos de-
senvolvidos em (Ishihara et al., 2004). Para sim-
plificar as expressoes dos filtros, é assumido que
NIN; = 0. Nao existe perda de generalidade em
adotar esta suposicao desde que as matrizes My,

N e N¢ no erro de modelagem (3) e (4) podem
ser sempre escritas como
M Mp?
M21 M22
M; = f f
Mt Mp?
NS'ONZ L N
Ne = [ 0 0 0 ]
0 0 0
Ny = [ N# N2 . NP ]
sendo M}Cj , Nl e N?j matrizes de dimensoes
apropriadas.

Para a estimativa filtrada robusta o seguinte
problema de otimizagao é resolvido:

. 2 2
minmax| 20|31 + 120 = (H +6H)ao 31| (13)
parai=0e

. .12
{zlnilil} {5E 5F 5H} [”xl mi‘i”Pﬁf}

+ (B +0B)xit1 — (F+0F)ai||}

+ i — (H + 8H)@i |51 ] (14)

para ¢ > 0, sendo as incertezas modeladas de
acordo com (3)-(6).

Os filtros singulares robustos na forma filtrada
e preditora apresentados a seguir foram deduzidos
baseados em problemas fundamentais de otimiza-
gao resolvidos em (Sayed, 2001) e nas referén-
cias contidas nela. Para se encontrar o étimo ro-
busto para ambos os filtros é necessario ajustar
um parametro A que minimiza a seguinte funcao

A=arg min G(}) (15)
Az[|HTWH||
sendo
G = llzWIGey + AlNaz(A) = No|®
+ Az = bl
QM) = Q+ANg Nu;
W) = W+WHN —H"WH) H"W.

Para calcular a estimativa étima filtrada robusta, as



—1
Pi+1\i+1

=E"Q'E - E"Q'F(P,! + ANfN; + FTQ'F)'FTQ'E + H"R™"H + A[NJ N, + N'N.]  (10)

Pl @i = ETQ™(I — F(Py} + ANFNp) T FTQ ) T F(P ! + ANFNp) ™ Py + HY R yin (11)

i+1|

seguintes identificagoes devem ser feitas entre a funcao
G(A) de (15) e o problema de otimizagao (14)

[ Al
5A :_gF gfl} 5b<_[5Fg"”i]

o = [ ol e[S 2]
No :_évf xz};sz—{]vf(f“i}

H — -Agf ]\gh (16)

e para condi¢ao inicial, as seguintes identificagoes
sao consideradas

A «— H; b+ zy; 0A<—JiH,

8 = 05 QP We Ry

H — Mh; Na — Nh; Nb — 0. (17)

Para a estimativa preditora robusta o seguinte
problema de otimizacgao é resolvido:

min max
{ziwip1 } {6Bit1,0F;,6H; }

|(Eiv1 + 0Eir1)xit1 — (Fi + KSFi)LEiHZFl +

[||IE1 71}7:'7;71”?)_1 +
ili—1

2 — (i + SH)ailj | (18)

para ¢ > 0, sendo que as condigoes iniciais sao
dadas por 570\71 = X, P0|,1 = Po.

Para calcular a estimativa 6tima preditora ro-
busta, as seguintes identificagoes devem ser feitas
entre a fungdo G(A) de (15) e o problema de
otimizagao (18)

e A R D i
o [ e[ ]
o o [T a4 )
H _Aﬁf ]\gh];]\/vb(—{%i}i’”Z,l
N, < -_]é\;f ]X} (19)

O algoritmo array rapido para filtro de infor-
macao robusto de sistemas singulares apresentado
na préxima secao é baseado no seguinte algoritmo
desenvolvido em (Terra et al., 2007).

Filtragem Robusta de Informacao

Passo 0: (Condicées Iniciais): Se My o = 0
entao

—1 —1 T p—1
Foo == R +H R H;
Pyodo = H'R 'y (22)

Caso contrdrio determine o parametro escalar
dtimo A_1 minimizando a funcao G(X\) de (15)
sobre o intervalo A > |[MIR™'M,| e

R = R RMu(AiI— MR M)~
x MIR™Y
Pyo = Py'+HTRT'H+ ANy Ny;
Pygdop = H"R 'y (23)

Passo 1: Se My = 0 e M), = 0 entdo A=
0. Casp contrdrio determine o parametro escalar
dtimo A minimizando a fungao G(\) de (15)

< M7t 0 -1 0 M 0
’\>)‘“:H[ o MgHQo Rle o M;L]

e substitua os pardmetros {Q7', R} por
parametros corrigidos

Q7' = QTN HQTIM(M - M7 QT M)

MiQ™h (24)

R™' = R '+ R M\ - MFR M) !
X MhTR_l;

Passo 2:  Atualize {Piﬁlvpiﬁlfcili} para

{P¢111|i+17Pi;11|i+1§3i+1|i+1} com (10) e (11).

Observagao 2.1 Uma condi¢ao suficiente para a
existéncia desse filtro de informacao robusto € que

[ 5 } tenha posto coluna completo.

Observagao 2.2 O ajuste dtimo desse filtro nao
€ possivel ser feito online. Para este tipo de apli-
cacdo filtros subdtimos podem ser ajustados com
A= (1+ o)\ sendo que para qualquer o > 0 hd
garantia de estabilidade desse filtro.

O algoritmo array rapido para filtragem predi-
tiva de informacao robusta de sistemas singulares
a ser apresentado na proxima secao ¢ baseado no
seguinte filtro robusto preditivo, veja (Terra et al.,
2007) para mais detalhes.



Pl =E"Q - TQ T F(PL A HIRTIH L FIQ T R) T FT Qe (20)

1 ~
Pz‘+1\ixi+1\i = ili

gTQ*l(
ETQ_I

(PRl +H RTH)TFTQT) TIRPLL + HIRTH) T R B

i|i

I+F
I+ FPp +H R )T FIQ )T F P+ HIRTH) T HI Ry (21)

Predi¢ao Robusta de Informac¢ao

Passo 0: (Condigoes Iniciais):

-1 . p-1 -1 4 . p—1-
Pyl =F 5 FyZido-1:=Fy To. (25)
Passo 1: Se My = 0 e M), = 0, entio A\ = 0.
Caso contrdrio dertermine o parametro escalar
otimo A minimizando a correspondente funcao

G(N) de (15)

S IEA I Eae

Passo 2: Se \ # 0, substituindo os parametros
{Q~Y,R™Y, F} por parametros corrigidos

Q*::[Q; H R*;:{R(;l ?],(26)

RV =R "4+ R "My(M — MR M) " M;F R™Y;

SRS

sendo Q! dado por (24).
Passo 3: Atualize {}31.‘72.171,}31.‘;171:%”,;_1} para

{Pi;11|i7pi:rll\i‘%i+1‘i} com as equagoes (20) e (21).

Observagao 2.3 Uma condi¢do suficiente para a
existéncia deste filtro preditor robusto € que E
tenha posto coluna pleno.

3 Algoritmos Array Répidos para
Filtragem Robusta de Sistemas
Singulares

Os algoritmos array rapidos apresentados a seguir,
trazem algumas vantagens sobre os procedimen-
tos para estimativa de sistemas singulares basea-
dos em equacoes recursivas de Riccati. Reduzem
a faixa dinamica dos valores calculados baseados
em aritmética de ponto fixo e o esforco computa-
cional. Apresentam calculos mais seguros da ma-
triz de covariancia do erro de estimativa, que pode
apresentar erros de arredondamento que tornam a
matriz ndo-Hermitiana. Aumentam a estabilidade
numérica devido ao uso de transformagoes ortogo-
nais nos calculos.

A seguir serdao apresentados resultados auxi-
liares que serao utilizados para na deducao dos
algoritmos array rapidos.

Definicao 3.1 (Hassibi et al., 1999) Para qual-
quer matriz de assinatura J (matriz diagonal com
+1 ou —1 na diagonal e zeros no resto), a matriz
© serd J-unitdria se ©.J0T = J.

Lema 3.1 (Hassibi et al., 2000) Seja A e B ma-
trizesn x m (comn <m), e seja J = (I, ® —1,)
uma matriz assinatura com p + q¢ = m. Se
AJAT = BJBT tem posto completo, entio existe
uma matriz J-unitaria © tal que A = BO.

O algoritmo array rapido para a estimativa
robusta filtrada de sistemas singulares na forma
de informagao é apresentado a seguir.

Algoritmo Array Rapido 1

Passo 1: Calcular as condigbes iniciais

—1
Pyo = I
Pyl = E'QT'E—E"Q'F(Ily + AN{ Ny

4 FTQ—lF)—lFTQ—1E+HTR—1H
+ ANFN, +NTN,).
(27)

Passo 2: Calcular M, ; utilizando uma ma-
triz unitaria ©; de dimensoes apropriadas

1/2 ] 1/2
|: Re,i M’L :| 61 — |: Re,iJrl 0 :| (28)

Kyi 0 Kfiv1 Mip
sendo
T —1 —1
M;SiM; = Pi+1|i+1 - Pili
Re; = P+ ANFN; + FTQ7'F
K;; = E'Q'FR." (29)

sendo Q' dada em (24) e S; uma matriz assi-
natura.

A deducao desse algoritmo é feita da seguinte
maneira. Considere a Equacao de Riccati (10) e

0Piy1 = Pi:rlzmz - Pi:rll\i+1 = MiHSiHMi:I;l' (30)

Para sistemas invariantes no tempo, dP; 11 é uma
matriz Hermitiana. Pode-se considerar S;y; =
S; = I, desde que Iy = 0 em (27). A subtracao
definida em (30) pode ser reescrita como

-1 -1 _ -1 T A—1
Pi+2\i+2 - P¢+1\¢+1 - _Pi+1|i+1 +FE Q E

~Kji1Kf i+ H'R™VH + A\[NS Ny + NING (31)
Kpi1=E"Q'FR]T}

Reit1 =P Y + ANJ Ny + FTQ7'F

k3



e o respectivo complemento de Schur de (31) é
dado por

R.ivn  FTQ7'E
2 32
ETQ—lF w ( )
sendo
W o= —P,,+EQE+HTR'H
+ AININy + NIN. (33)

A matriz A; definida como

1/2 4
Ai—[f;z Ag] (34)
fri

é denominada de pré-array e é definida a partir
da seguinte fatoragio de (32)

RYZ M 11 0
Ksi 0 0 S;

Seja ©; uma matriz (I ¢ S;)-unitéria que tri-
angulariza A;. Entao

e,i

MT 0

RT/? K?i]
(35)
X; 0
A0, = | ! : 36
|:Yi+1 Zi+1] (36)
para algum O; tal que

@z[é gi}ef_[é g} (37)

Uma questao que surge nesta etapa é sobre a
existéncia de ©;. Sabe-se que

Reit1 =P +ANF Nj+FTQ7'F = Re i+ M, S; M}

ou equivalentemente

[ ][5 ][5 ]

(o o[} 2][ %] o

Pelo Lema 3.1, conclui-se que sempre exis-
te uma rotagao (I @ S;)-unitaria O; relativa ao
seguinte array

1/2 1/2
| R M ]ei=| R, o] (39)

O célculo completo do pds-array pode ser feito
elevando ao quadrado ambos os lados da igualdade
(36) e identificando as respectivas posicoes de am-
bas as matrizes resultantes

X X = P,

|7

'S ANTNy+ FTQTF

1 —1
Pz+1|2+1 - Pi\i )
Xiy1 = Ri/iru
YinXiy = ETQ'F
T A—1 —-T/2
Vi = E'Q-rR T
Yirn = Kritu

Vi1 Yita + Zi1SiZi = ETQT'FR_;FT Q7' E;

ZinSiZl = ETQT'FR_;FTQT'E
~E"QT'FR_ !, FTQ'E;

T —1 1
Zi+ISiZi+1 = P’L+2|z+2 Pz+1\z+17
Zi+1 = M1+14 (40)

Que resulta na recursao dita de Chandrasekhar
(28).

<

O algoritmo array rédpido para a predi¢ao robusta
de sistemas singulares na forma de informacao é
definido a seguir.

Algoritmo Array Rapido 11

Passo 1: Calcular as condigbes iniciais

P, = 10
0]—1 0
Py = Q7 e-ETQ F(lly + HIR™H

+ Frolp)TiFTote
(41)

Passo 2: Calcular L;;; utilizando uma ma-
triz unitaria ©; de dimensoes apropriadas

1/2 ' 1/2
|: Re,i LZ :l @i — |: Re,iJrl 0 :| (42)
K,; 0 Kpit1 Lipa
sendo
T - -1
LiSiLi = P1+1|z - Pili—l
Re; = Pl +H'RM+FQ'F
Kp,i _ gT Q_IJTR;;T/2 (43)

e S; uma matriz assinatura.
A dedugao deste algoritmo é andloga & de-
dugao do algoritmo array rapido para estimativa

filtrada robusta na forma de informacao.
o

Observagao 3.1 Se as incertezas forem anuladas
(My = M, = N. = Ny = N, = 0) os algo-
ritmos array rapidos apresentados nesta se¢ao re-
caem nos algoritmos array rdpidos para as esti-
mativas nominais filtrada e preditora na forma de
informacao. Que sao alternativas para os cdlculos
das equagoes de Riccati (7) e (9).

Observagao 3.2 Pode-se notar que as dimen-
soes dos pré-arrays dos algoritmos para filtragem
e predi¢io robustos deduzidos em (Terra et al.,
2007) sao (4n+m+p) x (2n) e (3n +m +p) x
(2n) respectivamente. Os pré-arrays dos algorit-
mos rdpidos deduzidos nesse artigo tém dimensoes
semelhantes (2n) x (2n), tanto para o caso filtrado
como para o caso preditivo. Para ambos os algorit-
mos array rapidos hd portanto um niumero menor
de operagoes por iteracao.



4 Exemplos Numéricos

Nesta secao serao aplicados os algoritmos apresen-
tados nas segbes anteriores para filtragem robusta,
tanto através do calculo baseado na equagao de Riccati
quanto no algoritmo array rapido I desenvolvido, do
Sistema (1) considerando os seguintes valores numéri-
cos

[ 114 0 0 ] [ 097 0 0 “
E={0 117 0 | ,F=] 027 —-078 0 |,
[ 0 0 0 J [ 012 0.12 0.68 J
[ 011 0 0 ] [ 004 0 0]
H=10 05 0[,Q=]0 006 0 |,
[ 0 0 032 J [ 0 0 005 |
[ 009 0 0 w [ 0.1 0 0]
R=|0 004 0| ,Ne={0 0 0|,
[ 0 0 003 J [ 0 0 0|
[ 0 0 0] [ 001 0 0 w
Ny=1{0 005 0|,Ny=1|0 003 01,
[ 0 0 03 | [ 0 0 001 J
[ 05 0 0] [ 08 0 0 ]
My={0 05 0 |,My={0 08 0|,
[ 0 0 13| [ 0 0 08 J

e A = 40. Foram calculados os valores singulares
de Pi‘j./l para trés diferentes implementagoes: ponto
flutuante, ponto fixo para equagao de Riccati explicita
e para o algoritmo array rapido. O calculo feito com
ponto flutuante foi utilizado como referéncia. Os de-
sempenhos tanto da equagao de Riccati quanto do al-
goritmo array sao idénticos com ponto flutuante. Para
o calculo com ponto fixo, foi usada uma arquitetura
em 16-bits que pode representar nimeros no intervalo
de —65.543 a 65.543. Essas implementacoes foram
feitas via MatLab através do fiz-point Simulink tool-
box. Pode-se notar na Figura (1), a vantagem do algo-
ritmo array rapido em comparacdo com a implemen-
tagao por equagao de Riccati explicita. Na implemen-
tagdo em ponto fixo da equacdo de Riccati ocorreram
erros numéricos. Com o algoritmo array répido, o re-
sultado do cédlculo em ponto fixo foi equivalente ao
resultado obtido no calculo em ponto flutuante.

5 Conclusoes

Neste trabalho foi apresentado um estudo sobre imple-
mentagoes computacionais alternativas para o proble-
ma de estimativa robusta de sistemas singulares uti-
lizando algoritmos array rapidos. Estimativas feitas
através dessa abordagem se diferenciam dos algorit-
mos array convencionais pois consideram as matrizes
de parametros do sistema invariantes no tempo. O au-
mento da velocidade computacional advém desse fato.
Também sao boas alternativas se comparados com as
equagoes recursivas de Riccati. Esses algoritmos mini-
mizam problemas causados por erros de arredonda-
mento que podem tornar a matriz de covariancia nao-
Hermitiana. O exemplo numérico apresentado mostra
a robustez numérica desta alternativa de implemen-
tacao.

Primeiro Valor Singular
30

20

a5

a0 —— Ponto Flutuante
© Ponto Fixo(Riccati)
5 = Ponto Fixo(Array)
o 5 10 15 20 25 30

Segundo Valor Singular
14 COOTO0DO000000

ccocococoo

-3

sl
°
6l
al —— Ponto Flutuante
© Ponto Fixo(Riccati)
2 = Ponto Fixo(Array)
o
o 5 10 15 20 25 30
i
Terceiro Valor Singular
5
a °
3+ ©9
sle
—— Ponto Flutuante
© Ponto Fixo(Riccati)
1 = Ponto Fixo(Array)
o 5 10 15 20 25 30

Figura 1: Valores singulares de Pi|_i1'
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